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Markov chains

REMINDER

» Evident enough, probability of trajectory of length n
Is computed like that

|steps|

pP(Xa, ..., Xz) = Ta H Psteps|i stepsji+1]: Steps = (a, ..., 2)
i=2

» It is easy to prove that the vector of probabilities of
the process to be in certain states at m—th step can
be computed like that



Markov chains: the [limit

REMINDER

One can demonstrate that if Ptraps jj = pij > 0, there
exist a single asymptotic distribution

BT m
P=lim 7Pians,

m-—oo

and

ﬁ = ﬁPtrans,Z[)i =1

Such distribution is called the stationary one.



Stationary distribution: interpretation
REMINDER

Suppose we are watching random [web] surfer, who moves from state to
state eternally, making decisions where to glide using the distribution of
states in the current row

~ 7z B
=<4 w/ 0

http://slideplayer.com/slide/8080871/

Then each value in the vector of stationary distribution is the fraction of
total time spent in the corresponding state



Application example Ne2: PageRank

REMINDER
The ‘value’ of the web page is defined by

e the ‘value’ of the pages that refer to it,
e a number of pages those pages refer to
(less = better)

Let L;; = 1 if webpage j links to webpage 7 (written j — ), and
Li; = 0 otherwise

Also let m; = 3 I'_ | Lg;, the total number of webpages that j
links to

First we define something that's almost PageRank, but not quite,
because it's broken. The BrokenRank p; of webpage i is

n

pi = E &: E —Lijp~

T Ty - ITIJ' J
j= §=1

http://www.stat.cmu.edu/~ryantibs/datamining/lectures/03-pr.pdf



http://www.stat.cmu.edu/~ryantibs/datamining/lectures/03-pr.pdf

Application example Ne2: PageRank

Written in matrix notation,

yuil Lll Ll'l Lln
P2 Loy Lo Loy
p= L=
Pn Lnl Ln’.) cae Lnn
my 0 0
0 mo 0
M =
0 0 . M,

Dimensions: pisn x 1, L and M are n X n

Now re-express definition on the previous page: the BrokenRank
vector p is defined as p= LM~ !p

Does that remind us of anything? Yep, stationary distribution!



Application example Ne2: PageRank

1/m; ifi—j

P(go from i to ) =
(g ) {O otherwise

Cool!

1. set the probabilities as above,

2. compute the stationary distribution,
3. use it as a quality/value measure,
4. 777?777

5. PROFIT

Or not?



Application example Ne2: PageRank

1/m; if1 7
P(go from i to j‘)={ /i T

0 otherwise

Cool!

1. set the probabilities as above,
2. compute the stationary dist~
5. PROF



Application example Ne2: PageRank

PageRank is given by a small modification of BrokenRank:

- 2 Lii P
Pi=1nd+d§%l{j~ N\\A’.\q{. /.\
B ~0

where () < d < 1 is a constant (apparently Google uses d = ().85) \ .
In matrix notation, this is _
T, <« Jumping out of loop

p=(—E+ dL:U-l)p,

n

Which means that once in a while, e.g. 15
times out of 100, we allow our surfer to jump Pl froint g {g:g;" Fdpm ift;"?
to a completely random page

Actually Google owe their success to a completely different algorithm https://archive.google.com/pigeonrank/



https://archive.google.com/pigeonrank/

Application example Ne3: PageRank (TextRank)

H . T ——
G enera i d ea. systems compalibility/_\
criteria \
e lipear - “system ( numbers

- t h
text as a grap . 4 ) \ nmmau

- textual entity (word/sentence/...) having MAX

constraints
PageRank is the most important one | upper\
/gquations nonstrict B
/ undas
Eg keywords: strict inequations components _J
1 ) tokenize text, SOIUIM\\\S-/aIgOﬁmm/S’_\mmtruc(ion
2) filter out words by part-of-speech, e mimmalj

3) a graph: if the number of words between a pair of

words is greater than N, draw an edge between them | Keywords assigned by TextRank:

linear constraints; linear diophantine equations; natural numbers; nonstrict

4 ) compu te Pag eRank, inequations; strict inequations; upper bounds
Keywords assigned by human annotators:

5) merge the close nodes with h |g h Pag eRank into one linear constraints; linear diophantine equations; minimal generating sets; non—

« ” « ” « ” strict inequations; set of natural numbers; strict inequations; upper bounds
(“Matlab” -> “code” => “Matlab_code”).

Mihalcea, R., Tarau, P. TextRank: Bringing Order into Texts. // Proceedings of the 2004 Conference on Empirical Methods in Natural Language Processing. — 2004. — Vol. 4. — Ne 4. — P. 404—-411



Please note

Graph-based NLP is also a way to look at text mining
tasks, there is a 2011 book on that:

- graph theory

- probability theory

- linear algebra

- social networks analysis methods

- natural language processing, finally

But we are not going to discuss all that, of course

Graph-Based
Natural Language
Processing and
Information
Retrieval

s/ \_ 7 EN
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Other applications

Language detection

Named-entity recognition

POS-tagging

Speech recognition

...useful almost every time we deal with sequences

12



Plan for today: theory and applications

T—Ptharkevehans
a—tanguage-models
b K I . ol heati

2. Elements of information theory
a. Information
i. Collocations extraction
ii. One weird trick to estimate sentiment
b. Entropy
i.  Connection between entropy and perplexity

13



Information theory elements:
entropy and C°

1948 - A Mathematical Theory of Communication,
Claude Shannon; information theory foundations are introduced

1949 - published as a book with Warren Weaver's commentary
Information entropy and bit are introduced

Found applications in compression algorithms, cryptography,
signal processing, etc.

THE MATHEMATICAL THEORY
OF COMMUNICATION

by Claude E. Sh

14



Self-Information

» How much information the object represents; the
less probable (or the more 'sudden’) the event, the
greater the information

I(X) = —l0g2p(x)

(log base may be different)
» Example: it is known that the event occurred

p(x) =1
Then

I(x;) = —logoN~" = log.N,

length of the binary code of number of values!



Self-Information

» If all words are equally frequent and occur
independently, we can’t ‘compress’ the text (we’ll
have to encode all words with numbers), otherwise

p(Xo) = 3,P(X1) = 5,P(X2) = 3

lo =10923,11 = 10923,1> = 0923
p(Xo) = 3,P(X1) = §,P(X2) = §

loy =10923/2,1, = 10956,1, = l0g-6

» Rare events are the most 'informative’

we can afford to encode them with long codes

16



Self-Information

» BTW, if p(xg) = 0.5, p(X1) = p1,...,P(Xn) = Pn
I(xg) = —10920.5 = 1 bit

(the name of the measure of information depends
on the log base)

» NB! We do not depend on other frequencies
distribution!

17



* Mutual information

A measure of “common volume of information” shared by X and Y

I(X;Y)=> ) p(z,y)log ( p(m’y))),

oY zeX p(z)p(y

e \When X and Y are independent, equals zero
e \When there’s functional dependency, turns into X-s entropy (or Y-s entropy)

Is used, e.g. for feature selection

18



Pointwise mutual information

PMI

p(z,y) 1 p(zly) ~  p(ylz)
og = log :

p(z)p(y) p(x) ()

pmi(z;y) = log

Intuitively:

e PMI shows the volume of added information about word2, when we see the
word1
Can be applied to non-consecutive words in the text

e Gives large weight to rare phrases
Reasonable to use as a measure of independence, or as a measure of
non-randomness of co-occurence (we'll use this)

19



Pointwise mutual information: example Ne1

Collocations extraction: if words co-occur a little less frequently than they occur on
their own, they are collocations; probabilities estimated as frequencies

Wikipedia, Oct. 2015

word1 word 2  countword 1 countword 2 count of co-occurrences PMI

' puerto » rico 1938 » 1311 » 1159 : 10.0349081703 ‘
hong . kong 2438 2694 . 2205 ‘ 9.72831972408 .
I los » angeles 3501 v 2808 : 2791 : 9.56067615065 ‘
carbon . dioxide 4265 1353 . 1032 ‘ 9.09852946116 .
I prize . laureate 5131 1676 . 1210 8.85870710982 ‘
| san . francisco . 5237 » 2477 . 1779 . 8.83305176711 .

to | and 1025659 . 1375396 . 1286 . -3.08825363041

o | in 1025659 | 1187652 | 1066 | -3.12911348956

of : and 1761436 » 1375396 » 1190 . -3.70663100173

https://en.wikipedia.org/wiki/Pointwise_mutual_information

20


https://en.wikipedia.org/wiki/Pointwise_mutual_information

Pointwise mutual information: example Ne2

Not a SOTA (lol, 2002 paper), but a smart idea of using
web search engines for sentiment analysis:

p(word, & word>)
. . PMI(word,, word,) = log,
1. Using POS-aware patterns, extract certain word i)

collocations

A search operator available in AltaVista

A SO(phrase) = PMI(phrase, “excellent”™)
2. Query AltaVista: éy - PMI(phrase, “poor”)
“ . " altavista
poor”, “<extr. phrase> NEAR poor”,
“‘excellent”, “<extr. phrase> NEAR excellent” SO(phrase) =

hits(phrase NEAR “excellent™) hits(“poor™)
3. Compute and average Semantic Orientation for all e e
phrases; if SO > 0 then positive

Peter D. Turney. 2002. Thumbs up or thumbs down?: semantic orientation applied to unsupervised classification of reviews. In Proceedings of the 40th 21
Annual Meeting on Association for Computational Linguistics (ACL '02). Association for Computational Linguistics, Stroudsburg, PA, USA, 417-424.



Plan for today: theory and applications

TS et tricl : :
b. Entropy

22



Literature, recommendations

o

Martin-Jurafsky 3 ed., Chapter 4

NLP course @ CSC 2014

PageRank (better explanations and material is more complete)
Anand Rajaraman and Jeffrey David Ullman. 2011.

Mining of Massive Datasets

Ryan Tibshirani, Data Mining lectures slides

Wikipedia + relevant materials links on it

PomaHoBckun U. B. lucKkpeTHbIN aHanus: Y4ebHoe nocobue ans
CTYOEHTOB, cneuuanu3npyrolnxca rno npuknagHon matemMaTuke u
NHpopmaTumke

23


http://www.stat.cmu.edu/~ryantibs/datamining/lectures/03-pr.pdf

Information entropy

https://twitter.com/dmimno/status/968856022164 148224

24



Information entropy

X — «predicted values»
Possible interpretations:

» self-information expected value (as a measure of
«meaningfulness»),

» a measure of «unpredictability» of the system
Epy (X),

P

25


http://www.math.spbu.ru/user/jvr/DA_html/add_1_08_ent_hist.html

Information entropy

» Entropy — is the only function (up to a constant
factor) that has the following properties:

1. continuity

2. symmetry
(the reordering of probabilities changes nothing)

3. maximal for uniform distribution

4. given that the distribution is uniform, outcomes
number increase implies entropy increase

| 1 | ||
Hn(pyo - ) < HN+1(N—+1a---> N—+1)

5. grouping outcomes leads to losing information the
following way:

» Proved by C. Shannon.

26



Cross entropy

Cross entropy — average number of bits necessary for
recognition of the event if the coding scheme is based
on the given probability distribution q instead of the
‘true’ p.«wikipedia»

H(p.q) = Zp xj)log2q(x;)

=1

We use the 'true’ distribution for weighting the
estimates information.

27



Cross entropy and her friends

H(p.q) = Zp (X))log2q(xj) + H(p) — H(p) =

=1

n
=Y p(xi)(log2p (X)) — 1092q(X;))+H(pP) = Dk (p||q)+H(P)
i=1
» Dx; — Kullback-Leibler divergence
» VERY IMPORTANT

H(p) <H(p,q) Vp,q

which is why cross entropy is useful: the more

precise is the estimate g, the smaller the difference

+ cross entropy will never overestimate the 'true’

entropy 28



BTW*

An interesting point of view on mutual information

I(X;Y) =) > p(z,y)log

yeY xzeX

(

p(z,y)

p(z) p(

I(X;Y) = Dxy(p(z, y)|[p(z)p(y))-

y))’

29
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Distributional hypothesis

e Zellig S. Harris: “oculist and eye-doctor...
occur in almost the same environments’,
“If A and B have almost identical
environments. . . we say that they are
synonyms”

John Rupert Firth --
the originator of the
You shall know a word by the company London school of

e Most famous, John Firth:

it keeps! linguistics

Harris, Z. S. (1954). Distributional structure. Word, 10, 146—162. Reprinted in J. Fodor and J. Katz, The Structure of Language, Prentice Hall, 1964
Z. S. Harris, Papers in Structural and Transformational Linguistics, Reidel, 1970, 775-794

Firth, J. R. (1957). A synopsis of linguistic theory 1930— 1955. In Studies in Linguistic Analysis. Philological Society. Reprinted in Palmer, F. (ed.) 1968.
Selected Papers of J. R. Firth. Longman, Harlow

BTW,

Z. Harris is
sometimes
referred to
as Noam
Chomsky’s
teacher

32



Words in similar contexts have similar meaning

Nothing of things|that have been said was [important.
Nothing of stuff [thathas been announced was juseful.

| bought X in the nearest shop.
| came home, hung X on the balcony and hung my trousers on it.
The prisoners used X to escape from their cell's window.

Can you guess what is X? Any ideas of the properties it has?



What is ‘similarity’?

- first-order co-occurrence
(syntagmatic association)
Words close in the text, such as:
‘drank’ -- and ‘lemonade’/’water’/tea’

- second-order co-occurrence
(paradigmatic association)
Words having similar neighbours:
‘Tatra’ and ‘Carpathian’, ‘to pet’ and ‘to stroke’

34



What IS ‘similarity’?
many faces of similarity

F)
dog == Cal ® dog _— Chairsame OS
dog -- poodle + dog -- dig edit distance
dog -- animal + dog - god same letters
rhyme
dog -- bark . dog -- fog
dog -- leash + dog --6op Shape

https://speakerdeck.com/mlireview/yoav-goldberg-word-embeddings-what-how-and-whither

35


https://speakerdeck.com/mlreview/yoav-goldberg-word-embeddings-what-how-and-whither

Every word needs a ‘'meaning’ vector

What for?

1. Most important: something like transfer learning: instead of BoW
(this way we reuse information from another (possibly bigger) text collection
[and it actually helps])

2. Atool for finding synonyms and other ‘related’ words in some sense

3. Language research tool!
a. Example: semantic evolution for historians:
https://nip.stanford.edu/projects/histwords/
(there are a few earlier works BTW)

4. Fun! quizzes (odd one out), rewriting Great Russian Novels, etc.

36


https://nlp.stanford.edu/projects/histwords/
https://habrahabr.ru/post/326380/

|deas:
how do we learn to find words with similar meaning?

37



We’ve met before: term-document matrix

But now we care about rows, not columns
(word vectors, not document vectors)

Zemfira -- Sky -- Fabrika -- Eugene Onegin | Anastasia -- The
Nebomoreoblaka | Wikipedia The Sea Chapter 1 Queen of Gold
Calls Sand
sky 6 60 2
sea 6 10 4 1
cloud 6 18
love 6

sand 1 2 38



We’ve met before: term-document matrix

But now we care about rows, not columns
(word vectors, not document vectors)

Zemfira -- Sky -- Fabrika -- Eugene Onegin | Anastasia -- The
Nebomoreoblaka | Wikipedia The Sea Chapter 1 Queen of Gold
Calls Sand
sky 6 60 2
sea 6 10 4 1 ]
cloud 6 18
love 6
sand 1 2




>>> import numpy as np

We’\l >>> sea = np.array([6,0,10,4,1])
>>> sand =np.array([0,0,1,0,2])
>>> cloud = np.array([6,18,0,0,0])

But nov

>>> cosine = lambda x,y: x.dot(y) / np.linalg.norm(x) / np.linalg.norm
(word y (y) / np.linalg (x) / np.linalg (y)

>>> cosine(sea, sand) > cosine(sea, cloud)

True

>>> cosine(sea, sand) > cosine(sand, cloud)

True
sky 6 60 2
sea 6 10 4
cloud 6 18
love 6
sand 1




Discussion: term-document matrix

We need A LOT of representative documents, otherwise the
approach won’t work

Dimensionality depends on the text collection size
Distribution of topics should not be ‘skewed’
To solve this, maybe we could split documents into

subdocuments...
E.g. sentences? (NO! why?)

41



Discussion: term-document matrix

e We need A LOT of representative documents, otherwise the
approach won’t work

e Dimensionality depends on the text collection size
e Distribution of topics should not be ‘skewed’
e To solve this, maybe we could split documents into

subdocuments...
E.g. sentences? (NO! why?)

However, looking at smaller CONTEXT may be a great idea

42



Lecture plan

+—Sparse-vectors
b. “Term-term” approach
i. Construction
ii. HAL
c. Weighting
d. Semantic similarity estimation
e. Quality evaluation

2. Dense vectors
a. Matrix decomposition
b. “Predictive” approaches

43



Way better: word-word (word-context) matrix

We count how many times the word occured in the same context
with other words (e.qg. in a [-2, 2] window)

...in Admiralteysky district, St Petersburg. A 37-year old citizen
was arrested by [a police brigade at around] midnight close to the
station of...

...an explosion rambled on Tuesday night close to the entrance of
[the police station in the] city of Helsingborg...

...the unknown with cold steel arms attacked [the police brigade
at the] gas station...

contexts

—_—

In [Vyborg, police station might eventually] catch fire... ‘

brigade city police building
brigade X
city X
police 2 1 X 2
building
militia 3 0 1 4

We get sparse vectors with a large number of dimensions

Similar words have almost the same row cells filled

SPIOM

44



Way better: word-word (word-context) matrix

Important: there are many ways to define ‘co-occurence’

E.g., one can choose a ‘syntactically motivated’ part of a NN ST
. . Australian scientist discovers star with telescope
sentence as a context -- instead of a window 2 e
e i

Australian scientist discovers star telescope

S€E. "Dependency-Based Word Embeddings", Omer Levy and Yoav Goldberg, 2014
WORD CONTEXTS

(however, this paper is on dense vectors, the ones we haven’t yet discussed) australian  scientist/amod ™!
scientist  australian/amod, discovers/nsubj
discovers  scientist/nsubj, star/dobj, telescope/prep._with
star discovers/dobj ™!

The choice of context window defines vector’'s properties clescope _ discoversipep it

1.  Small window -- ~ ‘syntactic’ similarity
2. Larger window -- ~ ‘meaning’ similarity

45



Lecture plan

+—Sparse-veecters

ii. HAL
c. Weighting
d. Semantic similarity estimation
e. Quality evaluation

2. Dense vectors
a. Matrix decomposition
b. “Predictive” approaches

46



Oldschool example: ‘window
approach’ where we increment

_ _ barn fell horse past raced the
counters for ALL pairs of words in a <PERIOD> 4 s 0 2 1 3
window barn 0 0 2 4 3 6
fell 5 0 1 3 2 4
. horse 0 0 0 0 0 S
This way the words that are closer past 0 0 4 0 5 3
. . raced 0 0 5 0 0 4
to each other in the window get more dic 0 0 3 5 4 2
‘weight’
cad li YH EHUEE = EE EEE Ll
street NI SEEE = EE EEm -
coffee Hillll HEEEEEE B BN B = SN
ea [l HEENEEET"E H EE"EEER - B

Lund, K., & Burgess. C. (1996). Producing high-dimensional semantic spaces from lexical co-occurrence. Behavior Research Metho

Table 1

Example Matrix for “The Horse Raced Past the Barn Fell”
(Computed for Window Width of Five Words)

Example: HAL (Hyperspace Analogue to Language)

Figure 1. Gray-scaled 25-element co-occurrence vectors.

Lund, K., Burgess, C. & Atchley, R. A. (1995). Semantic and associative priming in a high-dimensional semantic space. Cognitive Science Proceedings (LEA). 660-665.

ds, Instrumentation, and Computers, 28, 203-208.



https://www.researchgate.net/profile/Curt_Burgess/publication/230876271_Semantic_and_associative_priming_in_high-dimensional_semantic_space/links/55599b9b08ae980ca610720b/Semantic-and-associative-priming-in-high-dimensional-semantic-space.pdf
https://link.springer.com/content/pdf/10.3758%2FBF03204766.pdf

Table 2
Five Nearest Neighbors for Target Words
From Experiment 1 (n1 ... n5)

Example: HAL (Hyperspace Analogue to Language)

Target nl n2 n3 n4 nS
jugs juice butter vinegar bottles cans
leningrad rome iran dresden  azerbaijan tibet
lipstick lace pink cream purple soft
triumph beauty  prime grand former rolling
cardboard  plastic = rubber  glass thin tiny
monopoly  threat huge moral gun large

Lund, K., Burgess, C. & Atchley, R. A. (1995). Semantic and associative priming in a high-dimensional semantic space. Cognitive Science Proceedings (LEA). 660-665.

Lund, K., & Burgess. C. (1996). Producing high-dimensional semantic spaces from lexical co-occurrence. Behavior Research Methods, Instrumentation. and Computers, 28, 203-208.

48
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https://link.springer.com/content/pdf/10.3758%2FBF03204766.pdf

Disadvantages of ‘simple counts’

Counts assign large values to ‘useless’ words (in terms of meaning) such as
prepositions, articles, etc. However they do not add any useful information.

Question: any ideas on how to modify
weight(word, context), so that useless
yet frequent words won’t have large weight?

49



Let’'s use ‘importances’ as weights

We know at least two ways to do it

For term-document vectors (discussed earlier):
tfidf (¢, d, D) = tf(¢, d) - idf (¢, D)

...simple idf is also valid.

For term-term case:

@) @) 8 )

Also: be careful when removing stop-words!

pmi(z;y) = lo

p(z,y) p(z|y) p(y|z) |

50



PMI-weighted word-context matrix

Estimating probabilities as frequencies of occurrences within the same
window for a given word

contexts

—

brigade

city

police

building

brigade

X

city

police

building

militia

SPJOM

PMI(w, ¢) = log, %

p(w) = count(police, *) / all =
sum of ‘police’ row / sum of matrix elements

p(c) = count(*, station) / all =
sum of ‘station’ row / sum of matrix elements

p(w, c) = count(police station) / all =

2 / sum of matrix elements
51



Positive PMI (PPMI)

We often have to deal with rare words (e.g. one in a million), thus checking
whether two events with probabilities lower than 107-6 (estimated as a

simple fraction of counts) is a bad idea :(

pii = fij_ Dis = ZJC'=1ﬁf Psj= E;ilfij
4 Z?:l fii 7 Sl E§=1 fi Y X Z?:l Jij

PPMI;; = max(log, L ,0)
PixPxj

52



Problem: (P)PMI “likes” rare events

Omer Levy, Yoav Goldberg, Ido Dagan introduced a trick to deal with it in 2015:

PPMIy(w, c) = max(log, P(w)P, (0) ,0)
i count(c)®
Fa(c) > . count(c)®

...Inspired by similar ideas in word2vec and GloVe implementations
A value of 0.75 showed the best performance on all tasks
(though may need tuning on your task!)

Levy, O., Goldberg, Y., and Dagan, I. (2015). Improving distributional similarity with lessons learned from word embeddings. TACL, 3, 211-225.

53



Other weighting schemes

Student’s t-test: estimation how far from each other are observed mean and
expected mean

“Can we reject this hypothesis?”

P(a,b) = P(a)P(b)

t-test(a,b) =

o)
QN
S
iv\/
~ |
—|| "
2=
=1
N

One can use this statistic

i . for collocations extraction
Oo4YeMy TakK MOXHO ¢

Manning, C. D. and Schutze, H. (1999). " Foundations of Statistical Natural Language Processing. MIT Press. as We//
Curran, J. R. (2003). From Distributional to Semantic Similarity. PhD thesis

54



Lecture plan

+—Sparse-veecters

d. Semantic similarity estimation
e. Quality evaluation
2. Dense vectors

a. Matrix decomposition
b. “Predictive” approaches

55



Vector closeness estimation

We already know one way to do it

ZAB

||A||2||B||2 \/z - \/z -

1. scalar product is a ‘weighted set intersection cardinality’
2. we need the denominator as a way to heal scalar product’s tendency to grow
because of the large vector values (possibly few)

similarity = cos() =

Another view on this:

56



Vector closeness estimation - 2

“Soft” Jaccard distance (context = set element)

simj d(V.w) = Z?/:lmin(v,-,w,-)
SiMjaccard\V:W) = &N
> iy max(vi, w;)

Normalize vectors so that the sum of values of each equals to 1 and compute the
KL-divergence between them

X

D(P||Q) = ZP(x log 503

x

Is that OK?

57



Vector closeness estimation - 2

“Soft” Jaccard distance (context = set element)

Z?/:l min(vi, wi)
Zf.vzl max (v;, w;)

simyaccard (V, W) =

Normalize vectors so that the sum of values of each equals to 1 and compute the
KL-divergence between them

D(P||Q) = > P(x) log—i)\

/

We may have zeros we can’t divide by or take logarithm of

58



Vector closeness estimation™ - 3

Symmetric distance based on Kullback-Leibler P(x)
divergence: D(P||Q) = Z:P(x) log O(x)
Jensen-Shannon divergence, a sum of KL-d

between each distribution and an average P+0Q P+0O
distribution FEAIC) = DE==)+DI21—=)

In our case it looks like this

simyg (V||W) = D(V]


https://en.wikipedia.org/wiki/Jensen%E2%80%93Shannon_divergence

Lecture plan

+—Sparse-veecters

e. Quality evaluation

2. Dense vectors
a. Matrix decomposition
b. “Predictive” approaches
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Word vectors quality evaluation

Man, Yo,
1.  Extrinsic evaluation ’
the best way to estimate word vectors quality for practical tasks. E.g.: e tuey 4 ey
a. short texts classification " " "t/:,
b. any other useful task : ) g o

2. Intrinsic evaluation

a. mainstream: evaluation on pairs of words that are ‘similar’ in some sense
s b mainstream: syntactic/semantic analogy tasks
et c. clustering words labeled with ‘groups’ (+computing purity)
d ...a few more ideas
QuEEN

KNG

See also: Schnabel, Tobias & Labutov, Igor & Mimno, David & Joachims, Thorsten. (2015). Evaluation methods for unsupervised word embeddings. 298-307. 10.18653/v1/D15-1036. 61
Don’t count, predict! A systematic comparison of context-counting vs. context-predicting semantic vectors M Baroni, G Dinu, G Kruszewski Proceedings of Association for Computational Linguistics (ACL) 1



Lecture plan

2. Dense vectors
a. Matrix decomposition
b. “Predictive” approaches
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Vector semantics

Anton Alekseev,
Steklov Mathematical Institute in St Petersburg NRU- MO,

NRU ITMO, St Petersburg, 2018
anton.m.alexeyev+itmo@gmail.com



to be continued...
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On entropy of sequences
and its connection with perplexity

please see Martin/Jarfsky ed.3 4.7
https://web.stanford.edu/~jurafsky/slp3/4.pdf

additional slides on that are in Russian
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https://web.stanford.edu/~jurafsky/slp3/4.pdf

3HTpOI’|VI$I nocsiegoBaTeJ/ibHOCTHU

» HYacTo HaM Ba)KeH TeKCT Kak nocnenoBaTesibHOCTb

» HeT npobnem: gnsa BCAKOro sA3blika L, 3agatoLlero
nocnegoBaTesIbHOCTU AJINHBLI N

H(wi,...,Wy) = — Z p(W1,...,wn)logop(Wi, ..., Wp)

» JHTPOMNUSA A3blKa C NMOC/eA0BaATENIbHOCTAMMU
beckoHe4YyHOon O/INHbI

HL) =  lim ~H(w,...wp) =

n—oo N

: 1
— ||m = Z p(Wl,...,Wn)log2p(wla“'7wn)
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3HTpOFIVIﬂ rnocsiegoBaTe/ibHOCTHA

» HYacTo HaM Ba)KeH TeKCT Kak MnocsiegoBaTesibHOCTb

» HeT npobnem: ons BCAKOro fA3blka L, 3agatoLwero
nocsnenoBaTesibHOCTU ANIMHBI N

Hwi,...wn)=— Y  p(Wi,...,Wn)l0gap(W, ..., Wn)

(Wla---»Wn)eL

» JHTPOMNUSA A3blKa C NOC/ef0BaTEIbHOCTAMM
BeckoHe4YHOon ANUNHBLI

HL) =  lim ~H(wi,..wn) =

n—oo N
E 1
— — |lim = Z p(W1, ..., Wn)logap(wa, ..., Wn)

Y)XKAC, KaK 3TO cHuTaTbh?!
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CTauMoHapHOCTb CTOXaCTUYECKOro npouecca

CToxacTnyeckum npouecc Ha3blBaeTCAd CTaUMOHAPHDbIM, €CJIN
BEPOATHOCTU nocriegoBaTeNbHOCTEN MHBAPWUaHTHbl OTHOCUTEJIbHO COBUNTOB

No3uL M BO BPEMEHN
Bukuneaus

. CnyyvaiHblin NpoLiecc HasbiBaeTCA cmayuoHapHbLIM, ECIN BCE MHOTOMEPHbIE 3aKOHbI
pacnpegerneHvs 3aBUCAT TONMbKO OT B3aMHOTO PacrofoXeHUss MOMEHTOB BpeMeHM
ti,t2,...,t,, HO He OT camMux 3HAYEHWIA ITUX BENUYUH. [pyrumu crioBamu,
Crny4aiHbIi NPOLECC Ha3bIBAETCS CTALMOHAPHLIM, €CINU ero BePOSITHOCTHbIE
3aKOHOMEPHOCTU HEM3MEHHbI BO BpEMEHU. B NPOTUBHOM criyyae, OH Ha3blBaeTcst
HecmayuoHapHbIM.

[1Ns1 eCTeCTBEHHOro A3blka 3T0, O4EBUAHO, HE TaK, HO MHOrAa B pamMKax
Moenen Mbl MOXXeM cebe rno3BoSiNTb Takoe NMPUomKeHmne
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Qproanvyecknin ctauuoHapHbIN CTOXacTUYECKUIA NpoLecc

B. A1. KonecHuk, I'. L. NMonTbipeB
“Kypc Teopuu nHopmaummn’

[lyets Uy — cTaunoOHapHuIl HCTOYHHK, BHIOHPaEIOWHE COOOMEHNS
13 MHOXKeceTBa X, ... x(=D, x(O x(1) x?) — nocsaesoBaTENbHOCTD
cooblenuit Ha ero seixoge. Ilyets @ (X, ..., xz) -— NPOH3BOAbHAs
dyHKuusi, onpefeneHHas Ha MmHoxecrse X* u orobpaxkaomas oT-
pe3kKii COOOIEeHHH AAMRLI £ B ylica0BYIO och. [lycTh

A0 A G, L, xRy, =1, 2 ..., (1.9.8)

— MOCNE0BATENBHOCTh CAYYAHHBIX BEJHYKH, HMEIOUHX B CHAY CTa-
IIHOHAPHOCTH OJ\HHAKOBHE pacnpefencHus BeposTHocTeH. O603HAYNM
yepes /m, MaTeMaTHYECKOe OXKHAAHME CAYYAHHBIX BeauuuH z(),
Onpeaeaenne 1.91. JIucKpeTHbI CTaUHOHAPHBIN HCTOY-
HHK HasniBaeTcs speodusicckusm, ecnu aas aoboro k, aioboii aeicTBH-
TeNbHON DYHKIWUL @ (X, ..., ), M@ (-) < oo, onpeaenernon nHa X*,
MoOLIX NOJIOXKHTENbHBIX & 11 & HalineTca Takoe N, uto ans Bcex n > N

pr( _%. 22”) —m, ;e) < 0. (1.9.9)
=

Bukunegusa

. Ecnvt npu onpefienern MOMeHTHBIX (yHKLMIA CTaLMOHapHOrO Cily4anHoro

npoLecca onepauyio ycpeaHeH!s no CTaTUCTUYECKOMY aHcaMBIIio MOXHO 3aMeHUThL
ycpeaHeHeM No BpeMeHu, TO TaKoW CTaLMoHapHbIA CryyaiiHblil npoLecc
Ha3bIBaETCSA 3ProgUUEcKuMm.

I Mail.Ry
n? Oak BOT
- ero peanusauv %
flonnecyo no-npocTO::)’ouecc MHOTAa 3aNMCHIBaIo” CTOHGMKO::A HeCK-KO peanuaaumil, HanT
cny4 eHve 4Yepe A
MoMHULLBL YTO Y ceu

ctm opH
& B NoGON MOMEHT BpemeHu NpoBe TonkKo oAHY

1 ycpeL\Hﬂn
ak ecnu Obl Tbl

a4 TAKUM Xe, K
Y1 OHO OKaXeTC

mMoxetl
cpenHee 3Ha4eHue,

peanuaauvio )))
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3HTpOFlVI$I rnocs1iegoBaTeJiIibHOCTU

» Teopema LLIsHHOHa-MakMunnaHa-bpeumaHa
CrewmnT Ha NOMOLLb: NPU CTaUNOHAPHOCTN U
3Progn4YHOCTU NocCsenoBaTesIbHOCTU BEPHO, 4YTO

H(L) = — lim ~logsp(ws, ...wn)

n—oo N

...TO €CTb Mbl MOXKEM [1POCTO B3ATb A4OCTAaTOYHO
OJIMHHYIO NoC/efo0BaTeIbHOCTbL A1 XOpoLUei
oL EeHKN

» TO )K€ BEPHO Npu TakUx »Xe AonyLeHnax n ans
NepeKpecTHOM 3HTPONN

. |
H(p,q) = - lim —log.q(w1,...Wn)
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3a4eM BCE 3TO: SHTPONUSA U NeprneKcns

» BCNoMHUM

n

p(X1,.... Xn) = [ [ POXHIX1, .y Xi1)

i=1

» Bbinuwem cdopmyny nepnaekcum

_ o= L, log P(xilx1...Xi_1) _y oH(W)

» Mepnnekcna — 3KCNOHEHTa KPOCC-3HTPOMUM
A3blKa, KOTOPY Mbl OLLEHUBAEM Ha AOCTATOYHO
OJINHHOM TeKcTe

71



