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NRU ITMO, St Petersburg, 2019
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Motivation
In many tasks one has to estimate whether the text is ‘natural’ or ‘comprehensible’. 
Sometimes a clever way to estimate the word sequence probability is enough

...puska podcherknul 
prem’yer

Actually Dmitriy said: 

...poisk po patentam 
naprimer
~ patent search, for 
example
https://youtu.be/APcwsxUpGrQ?t=1m38s 

...of a launch’, PM emphasized 
WAT?!
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I must admit it was kinda hard to find a good example of lousy generated English subtitles 

https://youtu.be/APcwsxUpGrQ?t=1m38s


Motivation
● Speech recognition / machine translation / spelling correction / 

augmentative communication
e.g.: having generated several possible decodings of the phrase, one 
has to choose ‘the most probable’ (from the language’s point of view)

● Information retrieval
ranking: for every document d we build ‘its language model’ and sort 
all documents by P(q|d) (where q is a query)

● Fun! Text generators, imitating the provided text collection’s style

3



Plan
1. Intuition
2. N-gram modeling
3. Language models quality evaluation
4. Zeros and smoothing

a. Kneser-Ney smoothing

- Libraries
- Datasets
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Intuition
●  Language model allows us to estimate the probability of any 

sequence of words (alternative formulation: to estimate the probability 
of the next word)

● How to estimate the probability of
‘Everything was in confusion in the Oblonskys' house…’?

● Let us turn to conditional probability
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* Here and further Count(...) is the same as C(...) и c(...)
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Quality evaluation techniques
● Extrinsic

Checking quality by inducing the model into a bigger useful task 
(machine translation, spelling correction, ...).
If the target metric (where the money is: translators work time, editor’s time, clicks 
count, earned money, etc.) goes up, the model has become better

● Intrinsic
Evaluation for the poor we need estimates when extrinsic evaluation is too expensive 
or when one doesn’t want the results to be related to some specific application (if the 
model is universal to certain extent); also a metric that shows us how ‘good’ the model 
is
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Quality evaluation techniques
● Extrinsic

Checking quality by inducing the model into a bigger useful task 
(machine translation, spelling correction, ...).
If the target metric (where the money is: translators work time, editor’s time, clicks 
count, earned money, etc.) goes up, the model has become better

● Intrinsic
Evaluation for the poor when we need estimates when extrinsic evaluation is too 
expensive or when one doesn’t want the results to be related to some specific 
application (if the model is universal to certain extent); also a metric that shows us 
how ‘good’ the model is

Not this time(totally different story)
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Quality evaluation
We have the data, we have the metric

We split the data into 

● train set (for tuning models) and
● test set (for trained models evaluation)

We have to believe that train and test set data samples are from “the same distribution”
(otherwise we won’t be able to train anything useful)
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https://jessesw.com/images/Rec_images/Traintest_ex.png

REMINDER!



Quality evaluation
Deadly Sin №1
Test data leaks into train set
(this way we lose generalization 
capability and estimates validity)

Deadly Sin №2
Tuning hyperparameters on test set

But how do we tune the parameters? Ideas?
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DataFest sticker

REMINDER!



Quality evaluation: data splitting

1. TRAIN - training model 
2. DEV - evaluating quality + analyzing errors + tuning hyperparameters
3. TEST - blind quality evaluation: looking at quality metric ONLY + not too 

often, so as not to overfit

TRAIN DEV TEST
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REMINDER!
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Quality evaluation: example
Training on 38M tokens
Testing on 1.5M
Dataset: Wall Street Journal

from Martin/Jurafsky

1-gram 2-gram 3-gram

Perplexity 962 170 109
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Generalization capability discussion
● There is no such perfect corpus where all possible n-grams 

occur at least once!
● The model we have described returns P(x,...) = 0 when run on the text 

that contains at least one ngram that was not present in train set
● Evident enough, the model must generalize (and not just encode with 

non-zeros what was present in the train set)

a very natural solution is to convert zeros to small values 

● Also: words we haven’t met before (OOV = out of vocabulary) can be 
replaced with some universal substitutes, e.g. 
<UNKNOWN>/’part-of-speech’/’frequential bucket’
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Kneser-Ney smoothing: idea №1
- choose bigrams, counts of which equal to 

k in the train set
- look at their counts in the held out set

We’ll see that difference is ~ constant!
(excluding rare n-grams in both sets)

The intuition is that since we have good estimates already for the very high counts, 
a small discount d won’t affect them much. It will mainly modify the smaller counts, 
for which we don’t necessarily trust the estimate anyway

Hence let us remember the shift d = 0.75 for 
all the n-grams or 0.75 for 2...9 and 0.5 for 1

25Gale, W. A. and Church, K. W. (1994). What is wrong with adding one?. In Oostdijk, N. and de Haan, P. (Eds.), Corpus-Based Research into Language, pp. 189– 198. Rodopi



Kneser-Ney smoothing: idea №1

d - absolute discount
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Kneser-Ney smoothing: idea №2

● Why should we interpolate? Which n-grams are rare guests?

● “Despite he begged for _____”
“stockings”? “Lanka”? -- different yet equally frequent

● Idea: the larger the cardinality of set of n-grams that contain the word, the more 
useful for interpolation this word is

● Intuition: should we consider ‘Francisco’ as a filler for this particular ‘gap’ if it usually 
goes only after the word ‘San’?
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Kneser-Ney smoothing: idea №2
● Idea: the larger the cardinality of set of n-grams containing the word, 

the more useful for interpolation this word (hopefully) is 
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Kneser, R. and Ney, H. (1995). Improved backing-off for M-gram language modeling. In ICASSP-95, Vol. 1, pp. 181–184.



Kneser-Ney smoothing: final formula

Lambda helps to preserve properties of probabilities distributing the 
‘weight’ between ngrams correctly

There is a recursive formula for ngrams for any n 
(see Martin-Jurafsky, Chapter 4)
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Summary: which is the best? 
Philip Koehn’s slides
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See the literature

http://www.statmt.org/book/slides/07-language-models.pdf
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Tools
nltk has some LM-related code (nltk.models)

Here’s what Moses can use (open source SMT engine)
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Datasets
● *Huge unlabeled texts collection for your 

specific task
● Datasets for tasks that use LM, e.g. WMT
● Google NGrams
● National corpora (e.g. НКРЯ), OpenCorpora
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LM lectures takeaways
● We have discussed machine learning models evaluation

● We’ve learnt how to estimate word sequence probabilities 
using a practical mainstream method

34



Sources and recommendations
Slides are heavily based on Jurafsky/Martin book and 
Daniel Jurafsky’s course slides + a few peeks at P. Braslavsky’s 
course were taken

Recommended:

- Martin-Jurafsky, edition 3, chapter 4
- “Statistical Machine Translation” Philip Koehn
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