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Distributional hypothesis

BTW,

Z. Harris is
sometimes
referred to
as Noam
Chomsky’s
teacher

e Zellig S. Harris: “oculist and eye-doctor...
occur in almost the same environments’,
“If A and B have almost identical
environments. . . we say that they are
synonyms”

John Rupert Firth --
the originator of the
You shall know a word by the company London school of

e Most famous, John Firth:

it keeps! linguistics

Harris, Z. S. (1954). Distributional structure. Word, 10, 146—162. Reprinted in J. Fodor and J. Katz, The Structure of Language, Prentice Hall, 1964
Z. S. Harris, Papers in Structural and Transformational Linguistics, Reidel, 1970, 775-794

Firth, J. R. (1957). A synopsis of linguistic theory 1930— 1955. In Studies in Linguistic Analysis. Philological Society. Reprinted in Palmer, F. (ed.) 1968. 2
Selected Papers of J. R. Firth. Longman, Harlow



Words in similar contexts have similar meaning

Nothing of things|that have been said was [important.
Nothing of stuff [thathas been announced was juseful.

| bought X in the nearest shop.
| came home, hung X on the balcony and hung my trousers on it.
The prisoners used X to escape from their cell's window.

Can you guess what is X? Any ideas of the properties it has?



What is ‘similarity’?

- first-order co-occurrence
(syntagmatic association)
Words close in the text, such as:
‘drank’ -- and ‘lemonade’/’water’/tea’

- second-order co-occurrence
(paradigmatic association)
Words having similar neighbours:
‘Tatra’ and ‘Carpathian’, ‘to pet’ and ‘to stroke’



What IS ‘similarity’?
many faces of similarity

P
. dog == Cal # dog . Chairsame OS
« dog -- poodle + dog -- dig edit distance
* dog -- animal + dog - god same letters
rhyme
° dog - bark e dog __ fog
. dog - |eaSh ° dog __ 60p Shape

https://speakerdeck.com/mlireview/yoav-goldberg-word-embeddings-what-how-and-whither



https://speakerdeck.com/mlreview/yoav-goldberg-word-embeddings-what-how-and-whither

Every word needs a ‘'meaning’ vector

What for?

1. Most important: something like transfer learning: instead of BoW
(this way we reuse information from another (possibly bigger) text collection
[and it actually helps])

2. Atool for finding synonyms and other ‘related’ words in some sense

3. Language research tool!
a. Example: semantic evolution for historians:
https://nip.stanford.edu/projects/histwords/
(there are a few earlier works BTW)

4. Fun! quizzes (odd one out), rewriting Great Russian Novels, etc.



https://nlp.stanford.edu/projects/histwords/
https://habrahabr.ru/post/326380/

|deas:
how do we learn to find words with similar meaning?



We’ve met before: term-document matrix

But now we care about rows, not columns
(word vectors, not document vectors)

Zemfira -- Sky -- Fabrika -- Eugene Onegin | Anastasia -- The
Nebomoreoblaka | Wikipedia The Sea Chapter 1 Queen of Gold
Calls Sand
sky 6 60 2
sea 6 10 4 1
cloud 6 18
love 6

sand 1 2



We’ve met before: term-document matrix

But now we care about rows, not columns
(word vectors, not document vectors)

Zemfira -- Sky -- Fabrika -- Eugene Onegin | Anastasia -- The
Nebomoreoblaka | Wikipedia The Sea Chapter 1 Queen of Gold
Calls Sand

sky 6 60 2

sea 6 10 4 1

cloud 6 18

love 6

sand 1 2




>>> import numpy as np

We’\l >>> sea = np.array([6,0,10,4,1])
>>> sand =np.array([0,0,1,0,2])
>>> cloud = np.array([6,18,0,0,0])

But nov

>>> cosine = lambda x,y: x.dot(y) / np.linalg.norm(x) / np.linalg.norm
(word y (y) / np.linalg (x) / np.linalg (y)

>>> cosine(sea, sand) > cosine(sea, cloud)

True

>>> cosine(sea, sand) > cosine(sand, cloud)

True
sky 6 60 2
sea 6 10 4
cloud 6 18
love 6
sand 1




Discussion: term-document matrix

We need A LOT of representative documents, otherwise the
approach won’t work

Dimensionality depends on the text collection size
Distribution of topics should not be ‘skewed’
To solve this, maybe we could split documents into

subdocuments...
E.g. sentences? (NO! why?)
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Discussion: term-document matrix

e We need A LOT of representative documents, otherwise the
approach won’t work

e Dimensionality depends on the text collection size
e Distribution of topics should not be ‘skewed’
e To solve this, maybe we could split documents into

subdocuments...
E.g. sentences? (NO! why?)

However, looking at smaller CONTEXT may be a great idea

12



Lecture plan

+—Sparse-vectors
b. “Term-term” approach
i. Construction
ii. HAL
c. Weighting
d. Semantic similarity estimation
e. Quality evaluation

2. Dense vectors
a. Matrix decomposition
b. “Predictive” approaches

13



Way better: word-word (word-context) matrix

We count how many times the word occured in the same context
with other words (e.qg. in a [-2, 2] window)

...in Admiralteysky district, St Petersburg. A 37-year old citizen
was arrested by [a police brigade at around] midnight close to the
station of...

...an explosion rambled on Tuesday night close to the entrance of
[the police station in the] city of Helsingborg...

...the unknown with cold steel arms attacked [the police brigade
at the] gas station...

contexts

—_—

In [Vyborg, police station might eventually] catch fire... ‘

brigade city police building
brigade X
city X
police 2 1 X 2
building
militia 3 0 1 4

We get sparse vectors with a large number of dimensions

Similar words have almost the same row cells filled

SPIOM

14



Way better: word-word (word-context) matrix

Important: there are many ways to define ‘co-occurence’

E.g., one can choose a ‘syntactically motivated’ part of a NN ST
. . Australian scientist discovers star with telescope
sentence as a context -- instead of a window 2 e
e i

Australian scientist discovers star telescope

S€E. "Dependency-Based Word Embeddings", Omer Levy and Yoav Goldberg, 2014
WORD CONTEXTS

(however, this paper is on dense vectors, the ones we haven’t yet discussed) australian  scientist/amod ™!
scientist  australian/amod, discovers/nsubj
discovers  scientist/nsubj, star/dobj, telescope/prep._with
star discovers/dobj ™!

The choice of context window defines vector’'s properties clescope _ discoversipep it

1.  Small window -- ~ ‘syntactic’ similarity
2. Larger window -- ~ ‘meaning’ similarity

15



Lecture plan

+—Sparse-veecters

ii. HAL
c. Weighting
d. Semantic similarity estimation
e. Quality evaluation

2. Dense vectors
a. Matrix decomposition
b. “Predictive” approaches

16



Oldschool example: ‘window
approach’ where we increment

_ _ barn fell horse past raced the
counters for ALL pairs of words in a <PERIOD> 4 s 0 2 1 3
window barn 0 0 2 4 3 6
fell 5 0 1 3 2 4
. horse 0 0 0 0 0 S
This way the words that are closer past 0 0 4 0 5 3
. . raced 0 0 5 0 0 4
to each other in the window get more dic 0 0 3 5 4 2
‘weight’
cad li YH EHUEE = EE EEE Ll
street NI SEEE = EE EEm -
coffee Hillll HEEEEEE B BN B = SN
ea [l HEENEEET"E H EE"EEER - B

Lund, K., & Burgess. C. (1996). Producing high-dimensional semantic spaces from lexical co-occurrence. Behavior Research Metho

Table 1

Example Matrix for “The Horse Raced Past the Barn Fell”
(Computed for Window Width of Five Words)

Example: HAL (Hyperspace Analogue to Language)

Figure 1. Gray-scaled 25-element co-occurrence vectors.

Lund, K., Burgess, C. & Atchley, R. A. (1995). Semantic and associative priming in a high-dimensional semantic space. Cognitive Science Proceedings (LEA). 660-665.

ds, Instrumentation, and Computers, 28, 203-208.



https://www.researchgate.net/profile/Curt_Burgess/publication/230876271_Semantic_and_associative_priming_in_high-dimensional_semantic_space/links/55599b9b08ae980ca610720b/Semantic-and-associative-priming-in-high-dimensional-semantic-space.pdf
https://link.springer.com/content/pdf/10.3758%2FBF03204766.pdf

Table 2
Five Nearest Neighbors for Target Words
From Experiment 1 (n1 ... n5)

Example: HAL (Hyperspace Analogue to Language)

Target nl n2 n3 n4 nS
jugs juice butter vinegar bottles cans
leningrad rome iran dresden  azerbaijan tibet
lipstick lace pink cream purple soft
triumph beauty  prime grand former rolling
cardboard  plastic = rubber  glass thin tiny
monopoly  threat huge moral gun large

Lund, K., Burgess, C. & Atchley, R. A. (1995). Semantic and associative priming in a high-dimensional semantic space. Cognitive Science Proceedings (LEA). 660-665.

Lund, K., & Burgess. C. (1996). Producing high-dimensional semantic spaces from lexical co-occurrence. Behavior Research Methods, Instrumentation. and Computers, 28, 203-208.
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https://www.researchgate.net/profile/Curt_Burgess/publication/230876271_Semantic_and_associative_priming_in_high-dimensional_semantic_space/links/55599b9b08ae980ca610720b/Semantic-and-associative-priming-in-high-dimensional-semantic-space.pdf
https://link.springer.com/content/pdf/10.3758%2FBF03204766.pdf

Disadvantages of ‘simple counts’

Counts assign large values to ‘useless’ words (in terms of meaning) such as
prepositions, articles, etc. However they do not add any useful information.

Question: any ideas on how to modify
weight(word, context), so that useless
yet frequent words won’t have large weight?

19



Let’'s use ‘importances’ as weights

We know at least two ways to do it

For term-document vectors (discussed earlier):
tfidf (¢, d, D) = tf(¢, d) - idf (¢, D)

...simple idf is also valid.

For term-term case:

@) @) 8 )

Also: be careful when removing stop-words!

pmi(z;y) = lo

p(z,y) p(z|y) p(y|z) |

20



PMI-weighted word-context matrix

Estimating probabilities as frequencies of occurrences within the same
window for a given word

contexts

—

brigade

city

police

building

brigade

X

city

police

building

militia

SPJOM

PMI(w, ¢) = log, %

p(w) = count(police, *) / all =
sum of ‘police’ row / sum of matrix elements

p(c) = count(*, station) / all =
sum of ‘station’ row / sum of matrix elements

p(w, c) = count(police station) / all =

2 / sum of matrix elements
21



Positive PMI (PPMI)

We often have to deal with rare words (e.g. one in a million), thus checking
whether two events with probabilities lower than 107-6 (estimated as a

simple fraction of counts) is a bad idea :(

pii = fij_ Dis = ZJC'=1ﬁf Psj= E;ilfij
4 Z?:l fii 7 Sl E§=1 fi Y X Z?:l Jij

PPMI;; = max(log, L ,0)
PixPxj

22



Problem: (P)PMI “likes” rare events

Omer Levy, Yoav Goldberg, Ido Dagan introduced a trick to deal with it in 2015:

PPMIy(w, c) = max(log, P(w)P, (0) ,0)
i count(c)®
Fa(c) > . count(c)®

...Inspired by similar ideas in word2vec and GloVe implementations
A value of 0.75 showed the best performance on all tasks
(though may need tuning on your task!)

Levy, O., Goldberg, Y., and Dagan, I. (2015). Improving distributional similarity with lessons learned from word embeddings. TACL, 3, 211-225.

23



Other weighting schemes

Student’s t-test: estimation how far from each other are observed mean and
expected mean

“Can we reject this hypothesis?”

P(a,b) = P(a)P(b)

t-test(a,b) =

o)
QN
S
iv\/
~ |
—|| "
2=
=1
N

One can use this statistic

i . for collocations extraction
Oo4YeMy TakK MOXHO ¢

Manning, C. D. and Schutze, H. (1999). " Foundations of Statistical Natural Language Processing. MIT Press. as We//
Curran, J. R. (2003). From Distributional to Semantic Similarity. PhD thesis

24



Lecture plan

+—Sparse-veecters

d. Semantic similarity estimation
e. Quality evaluation
2. Dense vectors

a. Matrix decomposition
b. “Predictive” approaches

25



Vector closeness estimation

We already know one way to do it

ZAB

||A||2||B||2 \/z - \/z -

1. scalar product is a ‘weighted set intersection cardinality’
2. we need the denominator as a way to heal scalar product’s tendency to grow
because of the large vector values (possibly few)

similarity = cos() =

Another view on this:

26



Vector closeness estimation - 2

“Soft” Jaccard distance (context = set element)

simj d(V.w) = Z?/:lmin(v,-,w,-)
SiMjaccard\V:W) = &N
> iy max(vi, w;)

Normalize vectors so that the sum of values of each equals to 1 and compute the
KL-divergence between them

X

D(P||Q) = ZP(x log 503

x

Is that OK?

27



Vector closeness estimation - 2

“Soft” Jaccard distance (context = set element)

Z?/:l min(vi, wi)
Zf.vzl max (v;, w;)

simyaccard (V, W) =

Normalize vectors so that the sum of values of each equals to 1 and compute the
KL-divergence between them

D(P||Q) = > P(x) log—i)\

/

We may have zeros we can’t divide by or take logarithm of

28



Vector closeness estimation™ - 3

Symmetric distance based on Kullback-Leibler P(x)
divergence: D(P||Q) = Z:P(x) log O(x)
Jensen-Shannon divergence, a sum of KL-d

between each distribution and an average P+0Q P+0O
distribution FEAIC) = DE==)+DI21—=)

In our case it looks like this

simyg (V||W) = D(V]


https://en.wikipedia.org/wiki/Jensen%E2%80%93Shannon_divergence

Lecture plan

+—Sparse-veecters

e. Quality evaluation

2. Dense vectors
a. Matrix decomposition
b. “Predictive” approaches

30



Word vectors quality evaluation

Man, Yo,
1.  Extrinsic evaluation ’
the best way to estimate word vectors quality for practical tasks. E.g.: e tuey 4 ey
a. short texts classification " " "t/:,
b. any other useful task : ) g o

2. Intrinsic evaluation

a. mainstream: evaluation on pairs of words that are ‘similar’ in some sense
s b mainstream: syntactic/semantic analogy tasks
et c. clustering words labeled with ‘groups’ (+computing purity)
d ...a few more ideas
QuEEN

KNG

See also: Schnabel, Tobias & Labutov, Igor & Mimno, David & Joachims, Thorsten. (2015). Evaluation methods for unsupervised word embeddings. 298-307. 10.18653/v1/D15-1036. 31
Don’t count, predict! A systematic comparison of context-counting vs. context-predicting semantic vectors M Baroni, G Dinu, G Kruszewski Proceedings of Association for Computational Linguistics (ACL) 1



Lecture plan

2. Dense vectors
a. Matrix decomposition
b. “Predictive” approaches

32



Reminder

We already know sparse representations:
term-term/term-document counts/weights

1) how to build the matrix

2) afew ways to set weights

3) tricks to tune

4) how to evaluate (extrinsic/intrinsic)

33



“Dense” vectors

tens of thousands dimensions to hundreds
dimensions

small number of zeros

moving away from approach ‘coordinate=term’

34



But... why would we do it?

Sparse vectors we've discussed assign every word a coordinate, hence

- models using sparse vectors as input are hard to train: a large
number of parameters sometimes makes machine learning models
too complex

- itis hard to ‘grasp’ synonymy as contexts-synonyms simply have
different and unrelated coordinates

35



Main approaches

1. Matrix factorization
2. “Predictive”, “neural” approaches

36



Lecture plan

2. Dense vectors
a. Matrix decomposition
b. “Predictive” approaches

37



Matrix decomposition

Intuition:

1) we decrease the number of dimensions hoping to keep the
regularities and laws present in the data (e.g., synonymy),

2) one may want to keep only the most ‘important’ coordinates
(the ones that have the largest variance in values)

38



SVD: singular value decomposition

Any matrix can be represented like this

A=USVT

where S is a diagonal matrix (having the same dimensions as A),
values on diagonals are singular values, U, V are orthogonal

Eckart-Yang theorem

the best possible rank k approximation of the matrix A (in terms of Frobenius norm)
is a singular value decomposition, where in the resulting matrix S only first k diagonal
elements are non-zero and are ordered in non-increasing order.

39



Lower rank approximation

The task can be posed in a different way

W: matrix;: w words x m dimensions of the

‘latent space’, and

- columns are orthogonal to each other X
- columns are ordered in the order of
decreasing variance in coordinates in a

new space WXC

2: diagonal matrix m x m, where each value on
the diagonal reflects the ‘importance’ of the
corresponding dimension

C: matrix mxc

wxm

mxm

mxc

40



Truncated SVD

Letting only top K dimensions live

Then our word vector representations are
corresponding rows in matrix W,_, that is,
k-dimensional vectors

1) SVD X

wXc

2) Truncation:

u

3) Embeddings:

embedding for word i:

wXxm

w x K

41



LSA: Latent Semantic Analysis

access  document  retrieval  information  theory  database  indexing  computer ||

Doc 1 X X X X X
Doc 2 x* X x*
Doc 3 X x* x*

Applying SVD (m = hundreds) to term-document matrix,
setting weights as a product of:

the local weight logf(iaj) =l

ij(ivj) logp(i,j)

the global weight 1 + S5
0g

for all terms i in all documents j

S. T. Dumais, G. W. Furnas, T. K. Landauer, S. Deerwester, and R. Harshman. 1988. Using latent semantic analysis to improve access to textual information.
In Proceedings of the SIGCHI Conference on Human Factors in Computing Systems (CHI '88), J. J. O'Hare (Ed.). ACM, New York, NY, USA, 281-285.

42



Truncated SVD for term-term PPMI matrix

We simply apply SVD to word-context matrix and cut off some of the dimensions,
choosing k manually. Sometimes works better than the sparse analogue.

Other notes on SVD as a way of obtaining vector representations of words:
- (WZ)T can also be treated and used as word vectors (it doesn’t work, though)

Truncating (you never know, but it seems so) helps to generalize and filter out useless information,
Sometimes throwing away the first few dimensions may be helpful

However, it is computationally hard

43



Lecture plan

b. “Predictive” approaches

44



‘Predictive’ approaches

The inspiration for such techniques --
neural language modeling (see the link below)

What we have discussed so far is usually called
context-counting models; now we move on to context-predicting
models

We'll look at word2vec only, however, many cool and somewhat similar
models have been invented since then (e.g. fastText)

Yoshua Bengio, Réjean Ducharme, Pascal Vincent, Christian Jauvin A Neural Probabilistic Language Model, JMLR 3(Feb):1137-1155, 2003.

45



Let’'s grumble

2013. Google’s researchers team publishes a paper describing a novel OIEERS
word vectors representations training algorithm, demonstrating that vectors
KINGS
1) allow to estimate words similarity reasonably well
2) preserve some relations as vector subtraction JUEEN
Thus, thanks to Google’s PR-machine all the coders (even without any linguistic , KNG | AUNT
background or interest) around the world now know what distributional semantics is :) ”~ /
MAN
target: Redmond Havel ninjutsu graffiti capitulate UNCLE
Redmond Wash. Vaclav Havel ninja spray paint  capitulation QUEEN
Redmond Washington  president Vaclav Havel = martial arts grafitti capitulated
Microsoft Velvet Revolution swordsmanship  taggers capitulating
KING

Tomas Mikolov, Kai Chen, Greg Corrado, and Jeffrey Dean. Efficient Estimation of Word Representations in Vector Space

/I In Proceedings of Workshop at ICLR, 2013
Tomas Mikolov, Wen-tau Yih, and Geoffrey Zweig. Linguistic Regularities in Continuous Space Word Representations

/I In Proceedings of NAACL HLT, 2013
46



word2vec is a family of algorithms

SGNS: Skip-grams with Negative Sampling
predicting ‘window contexts’ given the word

CBOW: Continuous Bag-of-Words
predicting the word given the ‘window context’ (won’t discuss)

inb4 -- T. Mikolov:

Skip-gram: works well with small amount of the training data,
represents well even rare words or phrases.

CBOW: several times faster to train than the skip-gram,
slightly better accuracy for the frequent words

https://www.quora.com/What-are-the-continuous-bag-of-words-and-skip-gram-architectures

47


https://www.quora.com/What-are-the-continuous-bag-of-words-and-skip-gram-architectures

skip-grams

Scanning the text with 2L-word window and learning to predict context words for the current
word; that is, given the word w, we estimate the probabilities of its occurrence close to the

words W, W, | ...W, W, ....W

t-L t-L+1° t+L°

Prediction - then correction based on divergence from true values -
- prediction - correction - ...

Core steps:

1) Each word and each context are paired with a dense vector (initially a random one)

2) Word and context similarity score -- their vectors’ scalar product

3) We train vectors values so that p(v ' computed based on scalar product (2))
for correct contexts were larger

contextI word) (

48



skip-grams

W C

target embeddings context embeddings
target embedding .---"77- 1 q
. ,,/ Y I

LSS G ¢ I v, :
1 (6
// .

Similarity(j , k) : . R [ XX XX D)
. @ ; “; '
IV,

~~o
- -

context embedding

for word k
49



skip-grams

We've measured similarity with cosine distance before and we know it can be
treated as ‘normalized scalar product’; we want a similar thing here:

Similarity(j,k) < ¢ - Vi
...but we need probabilities. Then softmax is for us
exp(cr-vj)
ic|V| exp(ci-vj)

BTW, a problem: a sum of |V| scalar products in the denominator (time-consuming!)
Can be solved with negative sampling or hierarchical softmax

p(wilwj) = >

50



skip-grams with negative sampling

Computing one probability with |V|m multiplication and |[V|(m - 1)
addition ops, and computing |V|+1 exponent function values is way too
expensive

Things can be simplified:

1. maximization of scalar products sigmoids with the true contexts,
2. minimization if scalar products sigmoids with random contexts
(this is what is called here negative samples)

1
[+e*

o(x) =

51



skip-grams with negative sampling o(¥) = e

Let’'s say we have window _ ,
lemon, a [tablespoon of apricot preserves or] jam

of size 2 -- ‘positive’ contexts & 2w 3 i
we want to increase this o(cl-w)+0(c2-w)+0(c3-w)+ o(cd-w)
k = 2 means the fraction [cement metaphysical dear coaxial

1 . bl - 1 2 4
of ‘negative’ contexts is 1:2 & & = B

apricot attendant whence forever puddle]
n5 no6 n7 n8

we want to decrease this o(nl-w)+o(n2-w)+...+c(n8- w)

52



skip-grams with negative sampling

Let’s write down the error for every word-context pair

k
logo(c-w)+ Z Ev.~p(w) [log o(—w;-w)]

i=1

This is not a SoftMax, but it works

53



Neural network-like view

Training with backpropagation Input layer
(BackProp)

== 00 OQ]

2
o)

(see tutorial unn one more)

Output layer

[eXeXe]|

Vij

[0+ 0O ==

=« 000]

o| Y2,

54


http://mccormickml.com/assets/word2vec/Alex_Minnaar_Word2Vec_Tutorial_Part_I_The_Skip-Gram_Model.pdf
http://alexminnaar.com/deep-learning-basics-neural-networks-backpropagation-and-stochastic-gradient-descent.html

Neural network-like view

Input layer Projection layer O“tP“.t' l.ayer
: _ probabilities of
1-hot input vector embedding for w context words
i-l; s\* @) Yi
:‘- o : . y2
Wi % W . &
i Vixd 2 Caxvi joly, Wit
o e - E
Xv|®_ . ——— . i
1|V Ixd 1|V
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Connection with matrix factorization

It is proved that when skip-gram reaches optimumn the following holds:

we =xPML _1ogk

Which implies that word2vec is an implicit matrix factorization of the sparse PMI
word-context matrix!

But still it works better. Why?

* Introduces many engineering tweaks and hyperpararameter settings
* May seem minor, but make a big difference in practice
* Their impact is often more significant than the embedding algorithm’s

Levy, O. and Goldberg, Y. Neural word embedding as implicit matrix factorization. In NIPS 14, pp. 2177— 2185.
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Tools

Many open implementations, mainstream ones are

gensim

word2vec (ot Google)

GloVE (Stanford)

fastText (FacebookAlResearch)
implementations in popular NN frameworks

Pretrained vectors for different languages, e.g.

e RusVectores
e Not sure if this list is complete and/or good
(however, you can always google vectors for your language of interest) 57



http://rusvectores.org/ru/
https://github.com/Hironsan/awesome-embedding-models

Datasets

For English

WordSim-353 - 353 noun pairs with ‘similarity scores’ estimates from 0 to 10
SimLex-999 - similar task with different parts-of-speech + synonymy is important
TOEFL dataset - 80 quizzes: a word + four more, the task is to choose a synonym
Also there are datasets where contexts are also available

For Russian

Translations of standard datasets + thesauri data
https://github.com/nlpub/russe-evaluation
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https://github.com/nlpub/russe-evaluation

Also see

Other popular vector representations

Glove: J. Pennington, R. Socher, C. Manning. Global Vectors for Word Representation EMNLP2014
fastText: P. Bojanowski, E.Grave, A. Joulin,T. Mikolov. Enriching word vectors with subword information,
2016.

Text representations
doc2vec: Le Q., Mikolov T. Distributed representations of sentences and documents // ICML-14
Handling polysemy:

AdaGram: S. Bartunov, D. Kondrashkin, A. Osokin, D. Vetrov. Breaking Sticks and Ambiguities

with Adaptive Skip-gram. International Conference on Artificial Intelligence and Statistics (AISTATS) 2016.

And many more...
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Used/recommended materials

Martin/Jurafsky, Ch. 15
Yoav Goldberg: word embeddings what, how and whither

Papers on slides

Valentin Malykh from ODS/iPaviov on w2v
A very cool explanation of what word2vec is
Wikipedia

SRl
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https://web.stanford.edu/~jurafsky/slp3/15.pdf
https://www.slideshare.net/hustwj/word-embeddings-what-how-and-whither
https://habrahabr.ru/company/ods/blog/329410/
http://mccormickml.com/assets/word2vec/Alex_Minnaar_Word2Vec_Tutorial_Part_I_The_Skip-Gram_Model.pdf

Vector semantics

Anton Alekseev,
Steklov Mathematical Institute in St Petersburg

NRU ITMO, St Petersburg, 2019
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Many thanks to Denis Kirjanov for words of advice
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On entropy of sequences
and its connection with perplexity

please see Martin/Jarfsky ed.3 4.7
https://web.stanford.edu/~jurafsky/slp3/4.pdf

additional slides on that are in Russian
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3HTpOI’|VI$I nocsiegoBaTeJ/ibHOCTHU

» HYacTo HaM Ba)KeH TeKCT Kak nocnenoBaTesibHOCTb

» HeT npobnem: gnsa BCAKOro sA3blika L, 3agatoLlero
nocnegoBaTesIbHOCTU AJINHBLI N

H(wi,...,Wy) = — Z p(W1,...,wn)logop(Wi, ..., Wp)

» JHTPOMNUSA A3blKa C NMOC/eA0BaATENIbHOCTAMMU
beckoHe4YyHOon O/INHbI

HL) =  lim ~H(w,...wp) =

n—oo N

: 1
— ||m = Z p(Wl,...,Wn)log2p(wla“'7wn)
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3HTpOFIVIﬂ rnocsiegoBaTe/ibHOCTHA

» HYacTo HaM Ba)KeH TeKCT Kak MnocsiegoBaTesibHOCTb

» HeT npobnem: ons BCAKOro fA3blka L, 3agatoLwero
nocsnenoBaTesibHOCTU ANIMHBI N

Hwi,...wn)=— Y  p(Wi,...,Wn)l0gap(W, ..., Wn)

(Wla---»Wn)eL

» JHTPOMNUSA A3blKa C NOC/ef0BaTEIbHOCTAMM
BeckoHe4YHOon ANUNHBLI

HL) =  lim ~H(wi,..wn) =

n—oo N
E 1
— — |lim = Z p(W1, ..., Wn)logap(wa, ..., Wn)

Y)XKAC, KaK 3TO cHuTaTbh?!
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CTauMoHapHOCTb CTOXaCTUYECKOro npouecca

CToxacTnyeckum npouecc Ha3blBaeTCAd CTaUMOHAPHDbIM, €CJIN
BEPOATHOCTU nocriegoBaTeNbHOCTEN MHBAPWUaHTHbl OTHOCUTEJIbHO COBUNTOB

No3uL M BO BPEMEHN
Bukuneaus

. CnyyvaiHblin NpoLiecc HasbiBaeTCA cmayuoHapHbLIM, ECIN BCE MHOTOMEPHbIE 3aKOHbI
pacnpegerneHvs 3aBUCAT TONMbKO OT B3aMHOTO PacrofoXeHUss MOMEHTOB BpeMeHM
ti,t2,...,t,, HO He OT camMux 3HAYEHWIA ITUX BENUYUH. [pyrumu crioBamu,
Crny4aiHbIi NPOLECC Ha3bIBAETCS CTALMOHAPHLIM, €CINU ero BePOSITHOCTHbIE
3aKOHOMEPHOCTU HEM3MEHHbI BO BpEMEHU. B NPOTUBHOM criyyae, OH Ha3blBaeTcst
HecmayuoHapHbIM.

[1Ns1 eCTeCTBEHHOro A3blka 3T0, O4EBUAHO, HE TaK, HO MHOrAa B pamMKax
Moenen Mbl MOXXeM cebe rno3BoSiNTb Takoe NMPUomKeHmne
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Qproanvyecknin ctauuoHapHbIN CTOXacTUYECKUIA NpoLecc

B. A1. KonecHuk, I'. L. NMonTbipeB
“Kypc Teopuu nHopmaummn’

[lyets Uy — cTaunoOHapHuIl HCTOYHHK, BHIOHPaEIOWHE COOOMEHNS
13 MHOXKeceTBa X, ... x(=D, x(O x(1) x?) — nocsaesoBaTENbHOCTD
cooblenuit Ha ero seixoge. Ilyets @ (X, ..., xz) -— NPOH3BOAbHAs
dyHKuusi, onpefeneHHas Ha MmHoxecrse X* u orobpaxkaomas oT-
pe3kKii COOOIEeHHH AAMRLI £ B ylica0BYIO och. [lycTh

A0 A G, L, xRy, =1, 2 ..., (1.9.8)

— MOCNE0BATENBHOCTh CAYYAHHBIX BEJHYKH, HMEIOUHX B CHAY CTa-
IIHOHAPHOCTH OJ\HHAKOBHE pacnpefencHus BeposTHocTeH. O603HAYNM
yepes /m, MaTeMaTHYECKOe OXKHAAHME CAYYAHHBIX BeauuuH z(),
Onpeaeaenne 1.91. JIucKpeTHbI CTaUHOHAPHBIN HCTOY-
HHK HasniBaeTcs speodusicckusm, ecnu aas aoboro k, aioboii aeicTBH-
TeNbHON DYHKIWUL @ (X, ..., ), M@ (-) < oo, onpeaenernon nHa X*,
MoOLIX NOJIOXKHTENbHBIX & 11 & HalineTca Takoe N, uto ans Bcex n > N

pr( _%. 22”) —m, ;e) < 0. (1.9.9)
=

Bukunegusa

. Ecnvt npu onpefienern MOMeHTHBIX (yHKLMIA CTaLMOHapHOrO Cily4anHoro

npoLecca onepauyio ycpeaHeH!s no CTaTUCTUYECKOMY aHcaMBIIio MOXHO 3aMeHUThL
ycpeaHeHeM No BpeMeHu, TO TaKoW CTaLMoHapHbIA CryyaiiHblil npoLecc
Ha3bIBaETCSA 3ProgUUEcKuMm.

I Mail.Ry
n? Oak BOT
- ero peanusauv %
flonnecyo no-npocTO::)’ouecc MHOTAa 3aNMCHIBaIo” CTOHGMKO::A HeCK-KO peanuaaumil, HanT
cny4 eHve 4Yepe A
MoMHULLBL YTO Y ceu

ctm opH
& B NoGON MOMEHT BpemeHu NpoBe TonkKo oAHY

1 ycpeL\Hﬂn
ak ecnu Obl Tbl

a4 TAKUM Xe, K
Y1 OHO OKaXeTC

mMoxetl
cpenHee 3Ha4eHue,

peanuaauvio )))
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3HTpOFlVI$I rnocs1iegoBaTeJiIibHOCTU

» Teopema LLIsHHOHa-MakMunnaHa-bpeumaHa
CrewmnT Ha NOMOLLb: NPU CTaUNOHAPHOCTN U
3Progn4YHOCTU NocCsenoBaTesIbHOCTU BEPHO, 4YTO

H(L) = — lim ~logsp(ws, ...wn)

n—oo N

...TO €CTb Mbl MOXKEM [1POCTO B3ATb A4OCTAaTOYHO
OJIMHHYIO NoC/efo0BaTeIbHOCTbL A1 XOpoLUei
oL EeHKN

» TO )K€ BEPHO Npu TakUx »Xe AonyLeHnax n ans
NepeKpecTHOM 3HTPONN

. |
H(p,q) = - lim —log.q(w1,...Wn)
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3a4eM BCE 3TO: SHTPONUSA U NeprneKcns

» BCNoMHUM

n

p(X1,.... Xn) = [ [ POXHIX1, .y Xi1)

i=1

» Bbinuwem cdopmyny nepnaekcum

_ o= L, log P(xilx1...Xi_1) _y oH(W)

» Mepnnekcna — 3KCNOHEHTa KPOCC-3HTPOMUM
A3blKa, KOTOPY Mbl OLLEHUBAEM Ha AOCTATOYHO
OJINHHOM TeKcTe
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