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Overview

* ELMo
* Seq2Seq in details
* Attention in applications



Deep contextualized word representations
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Deep contextualized word representations
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Deep contextualized word representations:
Loss and Results

task task task task
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Task Previous SOTA ELMo Results
SQuAD (question/answering) 84.4 85.8
SNLI (textual entailment) 88.6 88.7
Semantic Role Labelling 81.7 84.6
Coref Resolution 67.2 70.4
NER 91.93 92.22

SST-5 (sentiment analysis) 53.7 54.7



Sequence-to-sequence: the bottleneck problem

Encoding of the source

sentence.
Target sentence (output)
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Problems with this architecture?




Neural Machine Translation (NMT)

The sequence-to-sequence model

Encoding of the source sentence.

Target sentence (output)
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Provides initial hidden state for the POOT don’t have any money <END>
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<START> the poor don’t have any money

Source sentence (input)

Decoder RNN is a Language Model that generates
target sentence conditioned on encoding.

Encoder RNN produces an
encoding of the source sentence.




Attention

* Attention provides a solution to the bottleneck
problem.

* Core idea: on each step of the decoder, focus on a
particular part of the source sequence

* First we will show via diagram (no equations), then we will
show with equations



Encoder Attention

RNN

Recap: Sequence-to-sequence with attention

dot product

scores
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Encoder Attention

RNN

Recap: Sequence-to-sequence with attention

dot product

scores
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Recap: Sequence-to-sequence with attention

dot product

Attention
scores

Encoder
RNN
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Recap: Sequence-to-sequence with attention

Attention
scores

Encoder
RNN
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Attention

Attention

Encoder

Recap: Sequence-to-sequence with attention

On this decoder timestep,we're

- mostly focusing on the first
2 /encoder hidden state ("les”)
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Attention

Attention

Encoder

Recap: Sequence-to-sequence with attention

distribution

scores

RNN
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Attention <

output
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<START>

Use the attention distribution to takea
weightedsum of the encoder hidden
states.

The attention output mostly contains

information the hidden states that
received high attention.
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Attention

Attention

Encoder

Recap: Sequence-to-sequence with attention

Attention the
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Concatenate attention output
", «—— with decoder hidden state,

use to

computgas before
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Attention

Attention

Encoder

Recap: Sequence-to-sequence with attention

Attention poor
output
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Attention
distribution

Attention

Encoder

Recap: Sequence-to-sequence with attention

Attention don’t
output
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Basic Attention equations

e We have encoder hidden state hq,...,hy € R?
e On timestep t, we have decoder hiddenstate s; € R”"
e We get the attention scores e = [sThy,...,s hy] € RY for this step:
t T T N
€ :[Sthl,...,sthN]ER

e We take softmax to get the attention distribution o/! = softmax(et) c RY

o' = softmax(e’) € RY

e We use it totake a weighted sum of the encoder hidden states to get the
atention output

N
a; = Z ath; € R
i=1

e Finally we concatenate the attention output
state s, € R” and proceed as in the non-attention seq2seq model

14 [at; St] c R2h



Recap: Attention is great

e Attention significantly improves NMT performance
* It’s very useful to allow decoder to focus on certain parts of the source

e Attention solves the bottleneck problem
* Attention allows decoder to look directly at source; bypass bottleneck

e Attention helps with vanishing gradient problem
* Provides shortcut to faraway states

e Attention provides some interpretability

* By inspecting attention distribution, we can see
what the decoder was focusing on > The

Les
pauvres
sont
démunis

* We get alignment for free! poor
don’ t
have

* This is cool because we never explicitly trained
an alignment system

* The network just learned alignment by itself any

money




Attention is a general Deep Learning technique

16

Last time: We saw that attention is a great way to improve the
sequence-to-sequence model for Machine Translation.

However: Today we’ll see attention is applied to many
architectures (not just seq2seq) and many tasks (not just MT)

More general definition of attention:

* Givena set of vector values, and a vector query, attention is a
technique to compute a weighted sum of thevalues,
dependenton the query.

Wesometimessay that the query attends to the values.

For example, in the seq2seq + attention model, each decoder
hidden state attends to theencoder hidden states.



Attention is a general DeepLearning technique

More general definition of attention:

Given a set of vector values, and a vector query, attentionis a

technique to compute a weighted sum of the values, dependent on
the query.

e |ntuition:

* The weighted sum is a selective summary of the information
contained in the values, where the query determines which
values to focus on.

* Attention is a way to obtain a fixed-size representation of an
arbitrary set of representations (the values), dependent on
some other representation (the query).

17



There are several attention variants

e Wehave some values hq,...,hxy € R* and a query s € R%

a ¢ R:

(sometimes called the context vector) from the attention scores
e ¢ RY (or attention logits) likeso:

a = softmax(e) € RN (take  softmax)

N
a—= Z a;h; € RM (take weighted sum)
1=1

e However, there are several ways you can compute e € RY

18



Attention variants

d
There are several ways you can compute e € RY hi,...,An € R™
and s € R%

e Basic  dot-product attenti €; = sThz— eR
 Note: this assumd; = d»

e Thisis the version we saw earlier

e Multiplicative _ attentice; = s’ Wh,; € R
* Where W ¢ R%x4

e Additive attention: e; = fuTtanh(Wlhi + Wss) € R

°* Where W, € R%Xd1_ W, ¢ Rdsxdz v € R%
is a weight vector

More information: http://ruder.io/deep-learning-nlp-best-practices/index.html#attention

19



Attention application:
Pointing towords for language . modeling

e |dea: Mixture Model of softmax and pointers:

Fed Chair Janet Yellen ... raised rates Ms. ?2??
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p(Yellen) = g pyocan (Yellen) + (1 g) porr (Yellen)

e PointerSentinel Mixture Models by
Stephen Merity,Caiming Xiong, James Bradbury, Richard

Socher



Pointer-Sentinel Madel..zRetails

Output Distribution
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a = softmax(z), 1€l(w,z)

1



Pointer Sentinel

for

Pointer Sentinel Mixture Models

Language Modeling

Model ‘ Parameters Validation Test
Mikolov & Zweig (2012) - KN-5 oMm* 141.2
Mikolov & Zweig (2012) - KNS5 + cache om? 125.7
Mikolov & Zweig (2012) - RNN 6M* 124.7
Mikolov & Zweig (2012) - RNN-LDA T™M* 113.7
Mikolov & Zweig (2012) - RNN-LDA + KN-5 + cache om? 92.0
Pascanu et al. (2013a) - Deep RNN oM 107.5
Cheng et al. (2014) - Sum-Prod Net sM* 100.0
Zaremba et al. (2014) - LSTM (medium) 20M 86.2 82.7
Zaremba et al. (2014) - LSTM (large) 66M 82.2 78.4
Gal (2015) - Variational LSTM (medium, untied) 20M 81.9+0.2 79.7+0.1
Gal (2015) - Variational LSTM (medium, untied, MC) 20M 78.6 £ 0.1
Gal (2015) - Variational LSTM (large, untied) 66M 77.9+£0.3 752x0.2
Gal (2015) - Variational LSTM (large, untied, MC) 66M 73.4+£0.0
Kim et al. (2016) - CharCNN 19M 78.9
Zilly et al. (2016) - Variational RHN 32M 72.8 71.3
Zoneout + Variational LSTM (medium) 20M 84.4 80.6
Pointer Sentinel-LSTM (medium) 21M 72.4 70.9




Attention application:

Intra-Decoder attention forSummarization
Longer document summarization. Example:
Tony Blair has said he does not want to retire until he is 91 -as he unveiled pla
around the world. The defiant 61-year-old former Prime Minister said he had ‘decades’ still in hin
he ever stepped down from his multitude of global roles. He told Newsweek magazine tha
government  to go round the world to advise presidents and prime ministers on how to rur
Newsweek Mr Blair said he did not want to retire until he was 91 years old Mr Blair
government  to advise presidents and prime ministers on how to run their  countries Mr Blair
president Bill Clinton when he took office in 1997. And he said he wanted to build up his
are ‘capable of changing global policy’. Last night, Tory MPs  expressed horror at the prospect
30 years. AndrewBridgen said: ‘We  all know weak Ed Miliband’s called on Tony to give  his flai
clearly gone to his head.” (...)
Summary:

23

The former Prime Minister claimed he has 'decades' of work left

in him. Joked he would 'turn to drink' if he ever stepped down

from global roles. Wants to recruit former government heads to

advise current leaders. He was 'mentored' by US president Bill

Clintonwhen he startedin 1997.



Attention application:

Intra-Decoder attention

Based on paper:
Romain Paulus,

Caiming Xiong,

forSummarization

and Richard Socher. 2017.

A Deep ReinforcedModel for Abstractive  Summarization

Butsimilar ideas appear elsewhere also

Two necessary, hew
e Attention  during generation

* Reinforcement

learning

ingredients

Not in this lecture



Attention application:
Similar Seq2Seqldea as in Translation

5 us --, tEﬂh s .
| V ﬁ #T
The United 5States became the Iargt‘:*st tech E{hegins
Encoder Decoder

* Problems: Forlonger outputs (MT was just single sentences), the
decoder starts to repeat itself

25



More advanced attention

1. More advanced encoder attention
2. Self-attention (= intra-decoder attention)

expanded (0.8)

B S %,

O
AN

The United States became the largest tech Us tech

26 Encoder Decoder



1. Details of this attention mechanism

e More advanced similarity function than simple inner product:

€t; — f(hzctia hze)

e T e 16
f(hga hz) — h? Wattnhi

e Temporal attention function, penalizing input tokens that have

obtained high attention

, —
€ri = 4

scores in past decoding steps:

(exp(es;) ift=1
exp(es;)

otherwise
—1
| -2 1 exp(eji)

e Improves coverage and prevent repeated attention to same

,, Inputs



1. Details of this attention mechanism

e Combine softmax’ed weighted hiddenstates from encoder:

e’ e
e __ t e _§ : e 1.€
1=1

Zj:l e:tj

e Remember softmax-normalized encoder for later!

28



2. Self-attention ondecoder

29

Self-attention: A general idea used inmany RNN  models (e.g.
Language Models). The hidden states “attend to themselves”, i.e. each
hidden state attends to the previous hidden states of the same RNN.

On stept, attendsto previous decoder hidden states

d _ 1.dTir/d
e = hy Wit

i

Apply softmaxto get attention distribution over  previous hidden

states ed, = hd'wd pd  for t' = 1..t-1:

d
ot — i)

1
2_7:1 6529}9(6%)

t—1
Compute decoder attention output:
P P cf:Zafjhd
J=1



2. Combine softmax and pointers using both attention
computations

e Compute probability of copying/pointing to word from input:
d d
p(ur = 1) = o(Wylhi||cllcy] + bu)
 If notcopying/pointing, usestandard softmax:
p(yslur = 0) = softmax(Woulhgllc§[1¢f] + bou)
* |f pointing, use encoder attention weights (from 2 slides ago)
p(y: = zi|lug = 1) =
e Combine everything:

p(ys) = p(us = 1)p(ys|uy = 1) + p(us = 0)p(ys|ur = 0)

30 2/20/18



Summarization Results

.mm iot-specific televisions can be used to secretly record conversations .
s who initiated the attack managed to commandeer a large number of internet-connected

lﬂE\'IGEE in current use .
cia documents revealed that microwave ovens can spy on you - maybe if you personally don't suffer the
consequences of the sub-par security of the iot .

Intemet of Things | loT ) secwity breaches have been dominating the headlines lately _ WikiLeaks's trove of revealed that internet-connecied belevisions can be usad to secretly
. Trump's advisor Kellyanne Gonway balicves that microwave GVGnS can Spy on you = shi was reberring o microwave cameras which indeed can be used for
sunveillance . N}ddﬂn'tdehdﬁmﬂﬂmlmunmmmmmTam with 86 % of security professionals responding 1o 8 new survey expecting an increase in loT breaches this year .
Even i you [personally danf i CONSEqUENCES of the SUb-par Secunty of the 1G1|, your connecied gadgets miy well be unwittingly coopenting with criminals . Last October , Intemet
mﬁmp{mﬂdﬂrﬂyﬂmmunﬂnrmummmdhnﬂadmmmpulumhm The cybarcriminals who inftiated the attack managed to commandasar a large number of intarmet-
devices | mosily DVRs and cameras ) 10 sene as their helpess . As a resull | cybersecurity expert Bruce Schaeier has called for govemment regulation of the loT , udﬂﬂlhaibndhlﬂ
manufacturers and their customers don't care about the security of the 8.4 bilion inemet-connected devices in currentUSe . Whather because of govemnment regulation or good old-fashioned
gelf-interast . we can expect increased invastment in loT secwity technologies . In iks recenily-released TechRadar repodt for secwrity and risk professionals | Fomesier Research dizcusses the
oullook for the 13 mest rebevant and important kT secunty lechnologies , waming that * there is no single . magic security bullet that can easily fic all loT secunty issues . © Based on Forresier's
analysis , hare's my kst of the & hottest technologles for 0T security : 0T network sacurity © Protecting and sacuring the network connecting loT devices io back-end systems on the intemet . loT
nietwark securily is a bit mone challenging than traditional netwark security because then i a wider range of communicalion prolocols | standards | and device capabilities . all of which pose
significant issues and increased comphadly . Key capabilities. include tradiional andpoint security features such as antivines and antimabyara a5 well 85 other faalures such as firewalls and
inlrusion prevention and delection gystems . Samgle vendors © Bayshone MNetworks | Cigco , Darkirace , and Senrio . 10T aulhentication : Providing the abdity Tor users 1o authenlicateé an loT
devirm . inchafing manaaing malinle sers of A sinole devics ( such as 8 connectad car § . mncing from simole stalic nasswordining © more mbest athenticatinon meachanisms sach as tan-facion

31



Summarization Results

The bottleneck is no longer access to information; now it’s our ability to keep up.

ncan be trained on a variety of different types of texts and summary lengths.
A model that can generate long, coherent, and meaningful summaries remains an open

research problem.

The last few decades have witnessed a fundamental change in the challenge of taking in new information. The bottleneck is no longer access to information;
nmﬁwr ability to kﬂpm We all have to read more and more to keep up-to-date with our jobs, the news, and social media. We've looked at how Al can
improve pecple’'s work by helpi ] with this ml‘mmatlun deluge and cne _- ¥ anhal answar || tn have algorithms automatically summarize longer texts.

generate long, coherent, and meaningful summaries re an op arch problem. In fact, generating any kind of longer text is hard
for even the most aduancad d&ep leaming algurlthms In order to make sumanzaliun suct:essful we introduce two separate improvemenis: a more
contextual word generation model and a new way of training summarization models via reinforcement learning (RL). The combination of the two tralnlng
methods enables the system to create relevant and highly readable multi-sentence summaries of long text, such as news articles, significantly improving on
previous resulis. Our algorithm can be frained on a m of different types of texts and summary Iangiha. In this blog post, we present the main
contributions of our model and an overview of the natural language challenges specific to text summarization.

32



Encoder
Hidden
States

Similar ideas explored simultaneously by Abi et al.

Attention
Distribution

33

Get To The Point: Summarization with Pointer-Generator
Networks, Abigail See, Peter J. Liu, Christopher Manning, 2017

Context Vector "beat"

uonnguisiq
fiengeoop

W
S9]e1S USppIH
19p023(

<START> Germany

Germany emerge victorious in 2-0 win against Argentina on Saturday ...
\ J \ J
Y Y
Source Text Partial Summary

Blog post: http://www.abigailsee.com/2017/04/16/taming-rnns-for-better-summarization.html



Using attention for coverage

e Caption generation

s Iolvlalal BT
PEFERRERR

bird flying over body water

How to not miss an important

1mage patch?

Xu, Ba, Kiros, Cho, Courville, Salakhutdinov, Zemel, Bengio. Show, Attend and
68 Tell: Neural Image Caption Generation with Visual Attention. ICML’15



Sequence-to-sequence: the bottleneck problem

Encoding of the source sentence.

This needs to capture all information Target sentence (output)
about the source sentence. A

p N\
: |
Information bottleneck! the poor dont have any money <END>
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Source sentence
(input)
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Problems with RNNs = Motivation forTransformers

e Sequential computation prevents parallelization

LSTM

Linear
LSTM/Linear
Linear

LSTM/Linear

e Despite GRUs and LSTMs, RNNs still need attention mechanism
to deal with long range dependencies - path length for  co-
dependent computation between states grows with sequence

e Butif attention gives us access to any state... maybe we don’t
need the RNN? 5>

—



This and related figures
https://arxiv.org/pdf/1706.03762.pdf

Transformer Overview

Sequence-to-sequence
Encoder-Decoder
Task: machine translation

with  parallel  corpus
Predicteach translated word
Final cost/error function s

standard cross-entropy error
on topof a

frompaper:

softmax classifier

7
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Transformer Paper

Attention Is All You Need [2017]

by Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N. Gomez, LukaszKaiser, Illia

Polosukhin

Equal contribution. Listing order is random. Jakob proposed replacing RI
attention and started the effort to evaluate this idea.Ashish, withlllia, design
implemented the first Transformer models and has been crucially involved in
aspect of this work. Noam  proposedscaled dot-product attention, m
attention and the parameter-free position representation and became the ot
person involved in nearly every detail.  Niki designed,implemented, tuned
evaluated countlessmodel variants in our original codebaseand tensor2tens
also experimented with novel model variants, was responsible for our initial

codebase, and efficient inference and visualizations. Lukasz and Aidan spent
countless long days designing various parts of and implementing tensor2tensor,

replacing our earlier codebase, greatly improving results and massivelyac
our research.



Transformer Basics

e Let’'s define thebasic building blocks
of transformer networks first: new attention layers!

Lecture 1, Slide 6 2/22/18



Dot-Product Attention (Extending our previousdef

e Inputs: a query q and a set of key-value (k-v) pairs to an output
e Query, keys, values,and output areall vectors

e Outputis weighted sum of values, where

e Weight of each value is computed by an inner product of query
and corresponding key

e Queries and keys have same dimensionality d

A V) =5 =
q, I\, — kvz
Sy et

Lecture 1, Slide 7 2/22/18




Dot-Product Attention - Matrix notation

e When we have multiple queries g, we stack them in a matrix Q:

Alg, K. V)=

U.
ok’_’ Z
D

e Becomes: A(Q,K,V)= Softmax(QKT)V

Hal %l d x [KlId x,] [IKl x d

softmax —
row-wise

= [lal x, d

2/22/18



Scaled Dot-Product Attention

e Problem: As d gets large, thevariance of qTk in creases
values inside thesoftmax get large the softmax gets very
peaked--> hence its gradient gets smaller.

e Solution: Scaleby length of Mafmm
query/key vectors: A A
OKT [ SoftMax ]
A(Q,K,V) = softmaz( )V 4
Vi [ Mask (opt.) ]
4
[ Scale ]
1
| ™atvul |
t1

Q KV



Self-attention and Multi-head attention

 The input word vectors could be the queries, keys and values

e In other words: theword vectors themselves select each other
e Word vector stack = Q = K = V

e Problem: Only one way for words to interact with one-another
e Solution: Multi-head attention t

Linear

e First map Q, K, V into h many
dimensional spaces via W matrices

Concat

L

e Then apply attention, then concaten Scaled Dot-Product J&h

Attention N

Outputs and pipe through linear layer ) A ) 1

T_inear L] T_inear u T_inear L]
MultiHead(Q, K, V) = Concat(heady, ..., head, )W ©° r r r

where head; = Attention(QWiQ, K WZ-K , VWZ-V)

V K Q

Lecture 1, Slide 10 2/22/18



Probabilities

Complete transformer block
e Each block hastwo  “sublayers” T
y ﬁ&d’:&l:oﬂ] Multi;H_ead

1. Multihead attention v || (| 555 || v

2. 2 layer feed-forward Nnet (withrelu) " |f&=2| ==
S O O

Each ofthese two steps also has:

Residual (short-circuit) connection and LayerNorm: .|~ I

(shifted right)

LayerNorm(x + Sublayer(x))

Layernorm changes input to have mean 0 and variance 1,
per layer and per training point (and adds two more parameters)

1 2 1
W= g2 Gl:dﬁ (i = ') hi = F(Z (0 — i) + by)

i=1 g;

Layer Normalization by Ba, Kiros and Hinton,



Encoder Input

e Actual word representations are byte-pair encodings

e Also added is a positional encoding so same words at different
locations have different overall representations:

PE(pos,%) — S?:n(pos/l[)[)[)oz?;/dmodel)
PE(pos2i+1) = cos(pos /10[)[)02%'/%0{151)




Complete Encoder

* Forencoder, at each block, we use
thesame Q, K and V
from theprevious layer

e Blocks arerepeated 6 times

Lecture 1, Slide 13
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C— J . —
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Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)

2/22/18



Attention visualization in layer5

to payattention to other words in sensible ways
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Lecture



Attention visualization: Implicit anaphora resolution

The
Law
never
be
perfect
but

its
application
should
be

just
this

is

what
we

are
missing
in

my
opinion
<EOS>
<pad>

will

The
should
be

just
this

is

what
we

are
missing
my
opinion
<EOS>
<pad>

application

In 5" Layer. Isolated attentions from just the word ‘its’ for attention heads 5 and 6.
Note that the attentions are very sharp for this word.



Output

Probabilities
Transformer Decoder \
| Softmax |
e 2 sublayerchangesin decoder T
e Masked decoder self-attention ((AddaNom )}~ |
on previously generated outputs: Feod
Forward
r—
e \ | Add & Norm e~
RN Multi-Head
Feed Attention
. Forward N x
e Encoder-Decoder Attention, 1 r J J
. ) S——
where queries come from N ((Add & Norm <~
. q der | g * | ~{ Add & Norm ) Nasked
previousdecoder layer an Multi-Head Multi-Head
keys and values come from Attention Attention
output of encoder 1 ) g
P \— J \ )
e Positional @_@ & Positional
e Encoding Encoding
: Input Output
7N N 7 N ™ Embedding Embedding
e Blocks repeated 6 times also Inputs Outputs

(shifted right)



Tips and tricks of the Transformer

Detailsin paper and later lectures:

Byte-pair encodings
Checkpoint  averaging
ADAM optimizer with learning rate changes

Dropout during training at every layer justbefore adding
residual

Label smoothing

Auto-regressive decoding with beam search and length
penalties

Overall, they are hard to optimize and unlike LSTMs don’t
usually work out of the box and don’t play well yet with other
building  blocks on tasks.



Experimental Results for MT

BLEU Training Cost (FLOPs)

Model

EN-DE EN-FR EN-DE EN-FR
ByteNet [18] 23.75
Deep-Att + PosUnk [39] 39.2 1.0-10%°
GNMT + RL [38] 24.6 39.92 2.3-10° 1.4.10%
ConvS2S [9] 25.16  40.46 9.6-10® 1.5.10%
MoE [32] 26.03 40.56 2.0-10"* 1.2-10%
Deep-Att + PosUnk Ensemble [39] 40.4 8.0 - 10%°
GNMT + RL Ensemble [38] 26.30 41.16 1.8-10%0 1.1-10%
ConvS2S Ensemble [9] 26.36 41.29 7.7-10° 1.2.10%
Transformer (base model) 27.3 38.1 3.3.10'8

Transformer (big) 28.4 41.8 2.3-10%




Experimental Results for Parsing

Parser Training WSJ 23 F1
Vinyals & Kaiser el al. (2014) [37] | WSJ only, discriminative 88.3
Petrov et al. (2006) [29] WSIJ only, discriminative 90.4
Zhu et al. (2013) [40] WSIJ only, discriminative 90.4
Dyer et al. (2016) [8] WSJ only, discriminative 91.7
Transformer (4 layers) WSJ only, discriminative 91.3
Zhu et al. (2013) [40] semi-supervised 91.3
Huang & Harper (2009) [14] semi-supervised 91.3
McClosky et al. (2006) [26] semi-supervised 92.1
Vinyals & Kaiser el al. (2014) [37] semi-supervised 92.1
Transformer (4 layers) semi-supervised 92.7
Luong et al. (2015) [23] multi-task 93.0
Dyer et al. (2016) [8] generative 93.3




From ELMo to BERT

BERT (Ours) OpenAl GPT ELMo




BERT Internals

wi ] [Lwe )] [ws ] [Cws ] [ ws
Embedding

wovocabs 1 1 1 " 1

softmax
[ Classification Layer: Fully-connected layer + GELU + Norm

Lo ) (e J [[o J [Lo J [ o

Transformer encoder

Embedding T I T 1

!
w1 [ we | [ ws | [masa | [ ws |
| I T I T

W1 W2 W3 Wy Ws



BERT Training

[MASK] [MASK]
d 7’ L N M A s N A b ¢ o
Input [CLS]] my dog is cute 1 [SEP] he [ likes W play ] ##ing ] [SEP]
Token
Embeddings E[CLS] Ernv E[m.qu EIS Ecute E[SEP] Ehe EMSK] Eplay E"ing E[SEP]
+ + -+ + + + + + + + -+
Sentence
Embedding Ea || Ba || Ba | Ba || BaJ| Ba || Ba || Bs || Ba || Be || Es
+ + + + + L 2 + + + + +
Transformer
Positional
Embedding EO El EZ E3 E4 E5 E6 E? EB Eg Elﬁ
Input: The man went to the [MASE l, - He bought a [MASK], of milk
Labels: [MASK], store; [MASK], gallon
Sentence A =The man went to the store, Sentence A= The man went to the store.
Sentence B = He bought a gallon of milk. Sentence B = Penguins are flightless.

Label = IsNextSentence Label = NotNextSentaence



Thank you for your attention!

Valentin Malykh

https://val.maly.hk

ITMO University, 05.06.2019
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